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Advanced Technique for Improved Mobile Multimedia 
Communication Services 

U. Ukommi, M. Uko and U. Ekpe 
uukommi@yahoo.com 

 ABSTRACT 

The proliferation of smartphones is associated with the development of multimedia applications. 
Mobile multimedia applications involve audio, data, speech, image, video processing and distribution 
of over mobile platform. However, compressed media packets are vulnerable to channel errors, thus 
making it difficult to sustain good perceived video quality performance within limited resources. In 
this research work, the weight length and impact of different video packets are analyzed. Based on 
the analysis an advanced technique to enhance mobile multimedia communication services is 
proposed. The technique involves cross-layer optimization framework, utilizing Network Abstraction 
Layer Units Length and flexibility of IP-based mobile network in exchanging network information for 
error protection of sensitive media packets. The simulation results carried out with compatible 
multiple media streams of different priority levels and Network Abstraction Layer Units Length show 
overall significant improvement in the received media services. 

Keywords: Audio, communications, data, multimedia, network, quality enhancement, speech, video. 

1 Introduction 
The demand for mobile multimedia services is gradually increasing. The fear is that network level 
architecture and the air interface do not have sufficient capacity and flexibility to deliver real-time 
multimedia services at an acceptable quality of service level. Furthermore, the network operators and 
multimedia users are in need of optimized applications for distribution and consumption of such 
services including, mobile video services, emergency services for remote consultation, scene of crime 
work, virtual universities for remote learning, the security industry for telesurveillance, video 
telephony, business video conferencing, healthcare experts for remote diagnosis and monitoring. In 
these multimedia applications, video plays significant role. However, these multimedia services exert 
pressure on the limited mobile network resources due resource constraints and greater demand of 
improved multimedia services. Moreover, compressed media stream is susceptible to channel 
distortion due to certain factors including fading, interference, pathloss. These factors affect the 
performance of these applications. Media encoding algorithm supports error-resilient features such 
as data partitioning, intra update, slice interleaving for robustness of media stream over error prone 
channels. However, it is clear that source coding is no longer simply an issue of optimizing rate-
distortion characteristics is not enough to combat the impact of channel distortions on received video 
quality, hence requires advanced protection technique to mitigate impact of channel errors and 
improve quality performance of received multimedia applications. Traditionally, channel errors can be 
controlled by existing technologies such as Automatic Re-transmission on Request approach where 
the corrupted video packets are retransmitted in response to receiver request. However, Automatic 
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Re-transmission on Request incurred delays in process of retransmission of loss video packets. Hence, 
Automatic Re-transmission on Request is not suitable for delay sensitive video applications such as 
live football match playout and car racing videos. Channel coding such as Forward Error Correction 
maybe employed in video communication system to enhance the reliability of transmitted video 
streams over error prone channel. In Forward Error Correction, the additional video packets 
(redundancy) for protection incur more bandwidth requirement and delays. Advancement in mobile 
communication system has made it possible to exploit adaptive modulation scheme in improving the 
quality of video transmission over error prone channel. Several applications of adaptive modulation 
scheme are found in the literature [2] [3] [4], where the modulation parameters are adapted based 
on the channel conditions. In addition to the review of existing multimedia distribution technologies, 
improving the quality performance of mobile multimedia communication services based on the 
systematic adaptation of media packets is presented in this paper. 

2 The Proposed Technique 
The proposed advanced technique for improved multimedia communication services is discussed in 
this section. The aim of is to enhance the quality performance of multimedia services over mobile 
channel over constrained mobile network resources. In the proposed technique, the adaptation of 
media packets is based on the sensitivity of the media content to channel errors. The technique adopts 
cross-layer optimization framework which utilizes Network Abstraction Layer Units Length and 
flexibility of IP-based mobile network in exchanging network information for error protection of 
sensitive media packets. The media packets with significant amount of motion are highly prioritized 
compared to media contents with relative low amount of motion. In the proposed technique, the 
Network Abstraction Layer Unit (NALU) [1] of media streams with high motion characterization is 
prioritized and NALU adapted based on the intensity of the motion in the content. The NALU of media 
streams of low motion characterization are equally adapted differently. However, in order to avoid 
unbearable transmission overheads the NALU of media streams of highly prioritized packets are made 
relatively smaller compared to the NALU of media streams that is less sensitive to channel errors. 

3 System Design 
The system design of the proposed technique is presented in Figure 1. The system design consists of 
source coding, transmission and receiving chains. The source coding includes capturing of scene using 
video camera, filtering and encoding process. The source encoding involves removal of redundancies 
using algorithm. The transmission section involves channel coding and the receiving section consists 
of decoder and display unit. Figure 1 presents the proposed system architecture. 

 
Figure 1: Proposed System 
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Mobile multimedia applications such as video involves capturing of natural scene by video camera, 
encoding by media compression algorithms and distribution of the compressed media streams over a 
wireless channel. The encoding block performs media compression function by exploiting 
redundancies in video sequence and application of various algorithms to enhance robustness of the 
media streams. In the proposed technique, the transmission process significantly depends on the 
media packets sensitivity to channel errors, resource constraints and channel characteristics. Mobile 
multimedia communication is more challenging due to the limited bandwidth availability and high bit 
error rates capable of causing quality degradation on the received media performance. The 
transmitted media streams are processed at the receiver. The reconstructed media stream is 
processed and displayed on the receiving device. More details on multimedia communication 
including digital media compression, signal processing and decoding are discussed in the literature 
[5][6][7]. The model for estimating the sensitivity of media stream in terms of motion characterization 
is discussed in the literature [8]. However, the spatial and temporal resolutions of the video sequence 
and the number of frames in the test media stream are also taken into consideration in the simulation 
process. 

4 Experimental System Configuration 
The experimental process to measure efficiency of the proposed technique is discussed in this section. 
The experimental system configuration and simulation are performed to evaluate the proposed 
technique. In the system configuration, the content dynamic characterization is analyzed using optical 
flow algorithm of Lucas and Kanade [9]. Two standard test media sequences characterized with high 
and low motion characterizations are analyzed using the algorithm. The source coding is modeled 
using H.264/AVC reference software [10]. Simulated wireless channel model is used in the 
experimental work [11]. In the experiment, the media server stores different media contents of 
diverse motion characterization. The media encoder algorithm performs encoding and systematic 
packetization of NALU for improved transportation of media streams. The performance of the 
proposed technique is tested with two standard test media sequences: Football and Akiyo test media 
sequences, representing different types of media content services. The media source coding 
parameter setting include: Group of Picture GOP size of 8, frame rate of 30fps. Common Intermediate 
Format. Each test media sequence has a total number of 900 frames. The received media streams are 
processed using H.264/AVC reference software. The channel performance is carried out with pre-
simulated error patterns composed of traces of different Signal-to-Noise Ratio for different 
modulation schemes. The data slot error patterns are obtained by comparing the data bits within 
original data slot to the transmitted data slot. If there is any bit error within the data slot, it is then 
declared as an error. More details on path loss, fading and wireless network channel are available in 
the literature [13] [14]. 

The performance of the proposed scheme is measured using Peak-Signal-to-Noise-Ratio model. Peak 
Signal-to-Noise Ratio (PSNR) measures video quality by correlating the maximum possible value of the 
luminance and the mean squared error (MSE). The overall media quality performance is obtained by 
averaging the PSNR values throughout the video sequence. Higher PSNR values indicate better quality. 
Although, PSNR is not the most reliable metric of video quality assessment, it is employed in the 
research due to its less complexity, ease in calculation and widely usage for video quality assessment. 

5 Results and Discussions 
The quality performance of the proposed technique was tested with two standard media sequences 
in Common Intermediate Format. The tested media sequences include standard Football, and Akiyo 
test sequences. In the experiment, pre-encoded media streams are transmitted to the mobile terminal 
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through the wireless simulator. The simulations were repeated 15 times to obtain stable results. The 
results are obtained by averaging the PSNR video quality performance values. Figure 2 presents the 
quality performance carried out with soccer test media sequence in terms of PSNR(dB). 
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 Figure 2: Quality Performance for Soccer test sequence. 

Figure 2 presents the test results of the proposed technique performed carried out with soccer test 
media sequence, under three different scenarios. As shown in Figure 2, the test scenario 1 was 
performed under error free channel. This was necessary in order to verify the efficiency of the system 
at various test conditions. It is shown that the quality performance in test scenario 1 recorded the best 
performance in terms of quality improvement. However, it is noted that test scenario 3 outperformed 
the quality performance recorded in test scenario 2 with a variation of 3.25dB gain. This significant 
performance is achieved within equal limited resource network constraints. However, the 
improvement in the quality performance is a result of systematic adaptation of the NALU base on the 
sensitivity of the media packets. Figure 3 presents the assessment of test results carried out with Akiyo 
test media sequence. 
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Figure 3: Quality Performance for Akiyo test sequence 

Comparing the results obtained under three different test conditions. It has been observed that media 
quality performance obtained under scenario-1 outperforms that of test scenario-2 and scenario-3 
respectively. This is because the test scenario 1 was performed under error free channel conditions. 
Further observation from Figure 3, shows that test scenario 2 performs better compared to test 
scenario 3 with Akiyo test media sequence. Based on the observations from Figure 3, at the same 
source bitrates, media quality performance at scenario 2 shows significant improvement compared to 
the quality performance scenario 3. Thus, media packets with high sensitivity to channel errors 
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transmitted through the wireless channel were delivered without much distortion much corrupted 
packets. It has also been observed that the quality performance of Akiyo test sequence with low 
priority performed better at the three test conditions. This is due to the fact the low sensitive media 
streams to channel errors experience negligible distortion at the network level. However, it has been 
observed that media distribution using the proposed technique improves the overall received quality 
performance of the tested media streams. Thus, the technique is capable of improving the quality of 
mobile multimedia communication services. 

6 Conclusion and Future Work 
Advanced technique for improved mobile multimedia communication services is discussed. The paper 
investigated the existing technologies for multimedia communication and proposed a technique 
capable of improving the quality of multimedia communication services over mobile network. The 
advance technique systematically adapt the NALU of the media packets based on the sensitivity of the 
media content. The contents with high sensitivity to channel errors are packetized uniquely compared 
to the media packets of low sensitivity to channel errors. The proposed advance technique saves the 
limited wireless network resources through intelligent adaptation of the NALU based on media stream 
error sensitivity. Test results recorded improvement in the overall received media quality performance 
compared to the conventional approach. Future work investigates further more advanced techniques 
to improve the quality performance of multimedia communication services. 
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ABSTRACT   

There have being great efforts made in the development of automated Instrumentation system for 
speech recognition (AISR) to provide a two-way communication between deaf and vocal people. This 
system performance achievable with the output of current real-time speech recognition systems 
would be extremely poor relative to normal speech reception. An alternate application of AISR 
technology to aid the hearing impaired would derive cues from the acoustical speech signal that could 
be used to supplement speechreading. We propose a study of highly trained receivers of speech signal 
that indicates that nearly perfect reception of everyday connected speech materials can be achieved 
at near normal speaking rates. To understand the accuracy that might be achieved with automatically 
generated cue symbols for visual representation. The system uses (HMM) for recognition of voiced 
data & Euclidian distance approach for sign language. The proposed task is a complementary work to 
the ongoing research work for recognizing the finger movement of a vocally disabled person to speech 
signal called. A New communication Paradigm: “Action-To-Speech” 

Keywords: AISR, Speech recognition, HMM, vocally disabled, communication gap, speech-processing, 
cue-symbol. 

1 Introduction  
Humans know each other by conveying their ideas, thoughts, and experiences to the people around 
them. There are numerous ways to achieve this and the best one among the rest is the gift of “Speech”. 
Through speech everyone can very convincingly transfer their thoughts and understands each other. 
It will be injustice if we ignore those who are deprived of this invaluable gift. The only means of 
communication available to the vocally disabled is the use of “Sign Language”. There are 
approximately 10 million (8.487%) deaf people in India and nearly 1.25 billion persons with hearing 
impairments and close to a million who are functionally deaf in the United States. Without Assistive 
Technologies, there is no possibility for the hearing impaired to recognize sounds efficiently. Medical 
or surgical solutions such as cochlear implants may not always be possible. Using sign language they 
are limited to their own world. This limitation prevents them from interacting with the outer world to 
share their feelings, creative ideas and Potentials.  

Another problem is that very few people who are not themselves deaf ever learn to Sign language. 
This further increases the isolation of deaf and dumb people from the common society. Technology is 
one way to remove this hindrance and benefit these people. Several researchers have explored these 
possibilities and have successfully achieved finger spelling recognition with high levels of accuracy. But 
progress in the recognition of sign language, as a whole has various limitations in today’s applications.  
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Various systems and algorithms were proposed for the recognition of sign language. A system called 
“Boltay Haath” is developed to recognize “Pakistan Sign Language” (PSL) for vocally disabled peoples 
at Sir Syed university of Engineering and Technology. The Boltay Haath project aims to produce sound 
matching the accent and pronunciation of the people from the sign symbol passed. A wearing Data 
Glove for vocally disabled is designed, to transform the signed symbols to audible speech signals using 
gesture recognition. They use the movements of the hand and fingers with sensors to interface with 
the computer. The system able to eliminate a major communication gap between the vocally disable 
with common community.   

2 State-of-The-Art  
Humans know each other by conveying their ideas, thoughts, and experiences to the people around 
them. There are numerous ways to achieve this and the best one among the rest is the gift of “Speech”. 
Through speech everyone can very convincingly transfer their thoughts and understands each other. 
It will be injustice if we ignore those who are deprived of this invaluable gift. The only means of 
communication available to the vocally disabled is the use of “Sign Language”. Using sign language 
they are limited to their own world. This limitation prevents them from interacting with the outer 
world to share their feelings, creative ideas and Potentials.  Another problem is that very few people 
who are not themselves deaf ever learn to Sign language. This further increases the isolation of deaf 
and dumb people from the common society. Technology is one way to remove this hindrance and 
benefit these people. Several researchers have explored these possibilities and have successfully 
achieved finger spelling recognition with high levels of accuracy. But progress in the recognition of 
sign language, as a whole has various limitations in today’s applications.  Various systems and 
algorithms were proposed for the recognition of sign language. A system called “Boltay Haath” [1] is 
developed to recognize “Pakistan Sign Language“(PSL) for vocally disabled peoples at Sir Syed 
university of Engineering and Technology. The Boltay Haath project aims to produce sound matching 
the accent and pronunciation of the people from the sign symbol passed. A wearing Data Glove for 
vocally disabled is designed, to transform the signed symbols to audible speech signals using gesture 
recognition. They use the movements of the hand and fingers with sensors to interface with the 
computer. The system able to eliminate a major communication gap between the vocally disable with 
common community.  But Boltay Haath has the limitation of reading only the hand or finger 
movements neglecting the body action, which is also used to convey message. This gives a limitation 
to only transform the finger and palm movements for speech transformation. The other limitation 
that can be seen with Boltay Haath system is the signer could be able to communicate with a normal 
person but the vice versa is not possible with it. This gives the limitation of one-way communication 
between the listeners and vocally disabled. A similar system is proposed by Kodous and Waleed [2] 
where they propose a Recognition system for Australian sign language using Instrumented gloves. This 
proposal also gives the same limitations as seen with Boltay Haath. Don Pearson in his paper “Visual 
Communication Systems for the Deaf” [6] presented a two way communication approach, where he 
proposed the practicality of switched television for both deaf-to-hearing and deaf-to-deaf 
Communication. In his paper attention is given to the requirements of picture communication 
systems, which enable the deaf to communicate over distances using telephone lines. Extensions of 
such systems using the public switched telephone network may be possible if the images can be coded 
into low data rates [13].  
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3 Methodology 
Speech recognition is motivated by the need to improve the performance of voice communications 
systems in noisy conditions. The applications range from front-ends for speech recognition systems, 
to enhancement of telecommunications in aviation, military, teleconferencing, cellular and biomedical 
applications. The goal is either to improve the perceived quality of the speech, or to increase its 
intelligibility. Speech enhancement is concerned with the processing of noisy and corrupted speech to 
improve the quality or intelligibility of the signal. Improving quality can be important for reducing 
listener accuracy in high stress and high noise environments. The precision for a speech recognition 
system can be measured in terms of speech recognition performance. Various rang of application were 
found for speech recognition in which one major application is the speech reading. 

4 System Approach 
An automated speech recognition system is proposed for the recognition of speech signal and 
transforms it to a cue symbol recognizable by vocally disabled people. Fig. 1 shows the proposed 
architecture for automated recognition system. 

The system implements a speech recognition system based on the speech reading and the cue samples 
passed to the processing unit. The processing system consists of a speech recognition unit with cue 
symbol generator, which determines the speech signal and produces an equivalent coded symbol for 
the recognized speech signal using HMM process. In this work the design of the overall system will be 
implemented. The system will be operating in close to real-time and will take the speech input from 
the microphone and will convert it to synthesized speech or finger spelling. Speech recognition will be 
implemented for the considered languages. Language models will be used to solve ambiguities. Finger 
spelling synthesis will be implemented 

 

Figure 1: Proposed Automated Instrumentation Speech Recognition System 

5 Working Principle 
The proposed system perform three principle functions 

1) Capture and parameterization of the acoustic speech input. 

2) Signal identification via speech recognition and generates an equivalent symbol. 

3) Generate an equivalent cue symbol based on the coded symbol obtained from the speech 
recognition unit. Finger spelling synthesis will be implemented. The system is given in Figure 2 
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Figure.2: over system implementation 

The recognition is performed using Hidden Markov Model (HMM), training the recognition system 
with speech features. A speech vocabulary for commonly spoken speech signal is maintained and its 
features are passed to the recognition system. On the recognition of the speech sentence the system 
generates and equivalent coded symbol in the processing unit. The symbols are then passed to the 
cue symbol generator unit, where an appropriate cue symbol is generated using the LMSE algorithm. 
For the generation of cue symbol a cue data base consisting of all the cue symbols are passed to the 
cue symbol generator. Figure.3 shows the cue symbols passed to the system.  

The operational functionality of the HMM modeling is made as; A Hidden Markov Model is a statistical 
model for an ordered sequence of variables, which can be well characterized as a parametric random 
process. It is assumed that the speech signal can be well characterized as a parametric random process 
and the parameters of the stochastic process can be determined in a precise, well-defined manner. 
Therefore, signal characteristics of a word will change to another basic speech unit as time increase, 
and it indicates a transition to another state with certain transition probability as defined by HMM. 

 
Figure 3 Equivalent English cue symbols for database. The symbols passed are the equivalent English 

characteristics. 

5.1 Mel Spectrum Approach 
A block diagram of the structure of an MFCC processor is given in Figure 4 the speech input is typically 
recorded at a sampling rate above 10000 Hz. This sampling frequency was chosen to minimize the 
effects of aliasing in the analog-to-digital conversion. These sampled signals can capture all 
frequencies up to 5 kHz, which cover most energy of sounds that are generated by humans. As been 
discussed previously, the main purpose of the MFCC processor is to mimic the behavior of the human 
ears. In addition, rather than the speech waveforms themselves, MFFC’s are shown to be less 
susceptible to mentioned variations.  
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Figure 4: Block diagram of the MFCC Processor. 

5.2 Hidden Markow Model Operation (HMM) 
A Hidden Markov Model is a statistical model for an ordered sequence of variables, which can be well 
characterized as a parametric random process. It is assumed that the speech signal can be well 
characterized as a parametric random process and the parameters of the stochastic process can be 
determined in a precise, well-defined manner. Therefore, signal characteristics of a word will change 
to another basic speech unit as time increase, and it indicates a transition to another state with certain 
transition probability as defined by HMM shown in fig 4. This observed sequence of observation 
vectors O can be denoted by  

)(),........2(),1( ToooO =                 (1) 
where each observation of (t) is an m-dimensional vector, extracted at time t with     

T
m tOtOtOtO )](....),........(),([)( 21=                (2) 

 
Figure.5 A typical left-right HMM ( jia is the station transition probability from state i to state j; )(tO  is 

the observation vector at time t and bi )(tO is the probability that )(tO  is generated by state i). 

An HMM could be very complicated, but in general they can all be characterized by the following 
parameters: 

a)  N, the number of the states in the model. The state is hidden, however, each state within a 
process usually has some physical significance, like in the case of speech recognition, and 
each state could represent a basic speech unit. The state were denoted as 

)......,( 21 NsssS =  and the state at time t as qt. 

b)  M, the number of the Gaussian mixture components per state, i.e., the discrete alphabet   
size. The individual symbols are denoted as  },......,{ 21 MvvvV =  

c)  A, the state transition probability distribution }{ ijaA = where the probability of being in 

state js at time 1+t given that we were in state js  at time t and  

Njisqsqpa itjtji <<=== + ,1],,[ 1       (3) 
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Nja
N

j
ji <<=∑

=

     (4) 

There are many types of HMMs. For the special case such as ergodic model where all states 
can be reached by any other states, Oa ji >  for all ,, ji  

d)  B, for continuous HMMs, it is the matrix of observation probability distribution over all the  
state and all the observations. )}({ kbB j= , where 

TjNjsqvopkb itktj <<<<=== 11],[)(       (5) 

},......,{ 21 MvvvV =    and 

      Njtb
T

t
j <<=∑

=

11)(
1

     (6) 

 e)  ∏, the initial state distribution ∏= {πi}, in which 

      Nisqp ji <<== 1][ 1π          (7) 
 A complete specification of a HMM requires specification of two model parameters, N and M, 
specification of the observation symbols, and the specification of three sets of probability measures 

iBA π,, so an HMM can also be defined as a compact form },,{ πλ BA= . 

5.3 Analyzer 
The system evaluates the parameter of recognition system for various noises considering MFCC & 
MFCC with sub band as feature extraction technique. The analyzer model reads the parameter such 
as computation time the learning rate accuracy level, qualification rate & with respect to time to 
analyzing efficiency implemented system. 

For the training of HMM network for the recognition of speech a vocabulary consist of collection words 
are maintained. The vocabulary consists of words given as, “DISCRETE”, “FOURIER”, “TRANSFORM”, 
“WISY”, “EASY”, “TELL”, “FELL”, “THE”, “DEPTH”, “WELL”, “CELL”, “FIVE”, each word in the vocabulary 
is stored in correspondence to a feature define as a knowledge to each speech word during training 
of HMM network. The features are extracted on only voice sample for the corresponding word. Test 
speech utterance: “it’s easy to tell the depth of a well”, taken at 16 KHz shown in figure 6 (a) (b) and 
(c) and 7. The speech signal are decomposed into a set of sub-bands with a hierarchical coding of 
speech signal using set of high and low pass filters. The obtained bands are then processed with the 
mel-frequency (MFCC) estimation, where mel frequencies are extracted for each of the band. This 
results in extraction of mel feature coefficient at a finer spectral level.   

Test sample S1: 
File Name: S1.wav 
Sentence: “It easy to tell the depth of well” 
Duration: 0.04 sec 

 
(a) 
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 (b) 

 
(c) 

Figure 6 (a): Original Test sample (S1), (b) Spectral plot for clean speech, (c) Noise affected signal, with 
its spectral plot 

 

 
Figure 7: Computation Iteration for the developed methods 

100
.

.(%) ×







=

WordsofNoTotal
WordsnrecognitiotruelyofNoAccuracytrievalRe  

6  Mapping 
Mapping of corresponding speech information into equivalent Cue symbols is done using Euclidian 
distance approach. The classification of the query is carried out using Euclidean distance. The 
Euclidean distance function measures the query & knowledge distance. The formula for this distance 
between a point X (X1, X2, etc.) and a point Y (Y1, Y2, etc.) is: 

 

Deriving the Euclidean distance between two data points involves computing the square root of the 
sum of the squares of the differences between corresponding values. The system automatically starts 
searching the database for the words that starts with the specified word. This process continues letter 
by word until the last word. The system recognizes if the sign exists in the database or not. If it exists, 
it is called and shown on the monitor of the portable computer, otherwise the sign is finger spelled 
just like what deaf people do in their daily life. 
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6.1 Simulation Observation 
For the simulation of the suggested approach various speech samples are been trained and tested. 
Speech samples from ‘A’ to ‘Z’ were recorded and their corresponding cue symbols are stored onto a 
database. The training database features are as tabulated, 

Training 
Character 

Energy Level,   𝐸𝐸 =
 (∑ ∑ 𝑥𝑥(𝑖𝑖, 𝑗𝑗))𝑛𝑛

𝑗𝑗=1
𝑚𝑚
𝑖𝑖=1  

A 75 
B 120 
C 39 
D 65 
E 46 
F 52 
G 73 
H 78 
I 42 
J 53 
K 71 
L 45 
M 106 
N 110 
O 70 
P 108 
Q 98 
R 77 
S 57 
T 56 
U 87 
V 59 
W 91 
X 78 
Y 54 
Z 61 
A 95 
B 97 
C 62 
D 93 
E 68 
F 70 
G 78 
H 106 
I 50 
J 56 
K 89 
L 62 
M 120 
N 71 
O 84 
P 76 
Q 94 
R 97 
S 69 
T 60 
U 65 
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V 59 
W 104 
X 73 
Y 61 
Z 100 

If the word is found in the Dictionary, then the cue clip related to the word is displayed filling the entire 
page as shown in Figure 8 to 11. However, if the word is found not to be in the database, the window 
is divided according to the number if words so that the entire word is displayed in the window as 
clearly as possible as shown in Figure 11. For the training of HMM network for the recognition of 
speech a vocabulary consist of collection words are maintained. The vocabulary consists of words 
given as, “BOOK”, “BANK”, “FINISH”, “AND”, “DAWN”, “DUSK”, “FLIES”, “BUGS”, “DEPTH”, “WELL”, 
“CELL”, “FIVIE”, each word in the vocabulary is stored in correspondence to a feature define as a 
knowledge to each speech word during training of HMM network. The features are extracted on only 
speech sample for the corresponding word. Test speech utterance: “it’s easy to tell the depth of a 
well”, taken at 16 KHz. The recognized of the speech words is processed for first 6 words and the 
recognized character and there symbol is as shown below 

1) Test sample: ‘BOOK’, Obtained cue symbol is, 

   

2) Test sample: ‘AND’ , Obtained cue symbol is, 

 
Figure 8: Obtained cue symbol for speech 

Sample ‘BOOK’ 
Figure 9:  Obtained cue symbol for speech 

sample ‘AND’, 
2) Test sample: ‘FINISH’,  Obtained cue symbol is,      

     

 
 

4)    Test sample: ‘BANK’, Obtained cue symbol is,  
 

 
 

Figure 10: Obtained cue symbol for speech 
sample ‘FINISH’ 

Figure.11. Obtained cue symbol for speech sample 
‘BANK’ 

 

7   Conclusion 
This paper presents an approach towards automated recognition of speech signal for vocally disabled 
people. The system proposed could efficiently recognize the speech signal using HMM and generate 
an equivalent cue symbol. The proposed AISR system find its application for the vocally disable peoples 
for providing a communication link between normal and disabled people. The system could be 
integrated with finger spelling recognition system such as “Action-to-Speech” for a complete 
communication between the common person and the vocally disable people.   
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ABSTRACT   

For pattern recognition on various views of the interested colour object, we adopt the YIQ colour space 
when using simulated annealing algorithm to design the template matching function. Joint transform 
correlation is devoted for recognition of colour targets. Quantized reference functions are designed for 
the purpose of display on liquid crystal spatial light modulators. Each reference function is trained with 
true class images rotated in-plane at 2 degrees intervals between -14 degrees and 14 degrees. 
Numerical result shows that, generally, YIQ space outperforms conventional RGB space.  

Keywords: Simulated annealing; Joint transform correlation; Colour pattern recognition; YIQ colour 
space. 

1 Introduction 
There are two main families of optical correlator, VanderLugt correlator (VLC) [1] and the joint 
transform correlator (JTC) [2]. VLC  was proposed for comparing two signals by utilising the Fourier 
transforming properties of a lens. In 1966, Weaver and Goodman introduced the JTC for pattern 
recognition application. A few years later, LCD based JTC [3] proposed by Yu and Lu became an 
attractive tool for pattern recognition. Since then, the JTC configuration has received increased 
attention in the past several years because of the less restrictive alignment requirement in comparison 
with the VLC. However, the classical JTC suffers from strong zero order term (also called DC term) and 
broad correlation width. The DC term is the sum of each auto-correlation of the reference image and 
the target image at the output of correlation plane. The existence of the DC term will influence the 
performance, therefore the removal of the nonzero-order term is of great importance.  

To deal with the DC term, Lu et al. [4] adoped phase-shifting technique to design a nonzero- order JTC 
(N0JTC) and Li et al. [6] used the joint transform power spectrum (JTPS) subtraction strategy to realize 
the N0JTC. The Mach-Zehnder JTC (MZJTC) [6] can remove the zero-order term in only one step directly 
without storing the Fourier spectra of both the reference and target images beforehand. Later, Chen 
et al. [7,8] adopted constraint optimization based on Lagrangian method to yield a sharp correlation 
peak. 

To write reference function and the input test scene onto a spatial light modulator, quantized versions 
are necessary. On the other hand, the simulated annealing (SA) method [9,10] have been successfully 
applied to optimization problems. Annealing is a physical process of decreasing temperature gradually 
in order to reach the global minimum energy states. SA is an effective and commonly numerical 
optimization algorithm used to solve non linear optimization problems. SA is a Monte Carlo approach 
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to minimize multivariate functions. We will take advantage of this feature for colour pattern 
recognition. 

2 Analysis 
RGB color model has been widely used and is easy to understand. It consists of the red, green and blue 
respectively. However, RGB color model is not the most suitable color model on many applications. In 
this paper, the color seperation to design the reference function (or template) is based on YIQ color 
space. Y means luminance that represents the achromatic (black and white) image without any color. I 
and Q are the two chrominance components. I is deviations from orange-luminance to cyan-luminance 
and Q is deviations from purple-luminance to chartreuse–luminance. It transform RGB source into one 
luminance and two chrominance components. On the otherhand, the optoelectronic system is based 
on a MZJTC structure, as shown in Figure. 1. It is consisted of one laser, one spatial filter, one collimated 
lens (CL), 3 beam splitters (BS), 3 polarizing beam splitters (PBS), 3 Fourier lenses (FL), 3 reflective liquid 
spatial light modulators (RLCSLM), 3 charge coupled device (CCD) cameras, 1 electronic subtractor (ES) 
which is used for removing the zero-order term at the final output, and 1 computer for controlling the 
whole system. Besides, there are 1 half wave plate (HWP) and 1 quarter wave plate (QWP) in front of 
each RLCSLM. The MZJTC structure is based on the Mach-Zehnder interferometer technique with 
Stokes relationships. The difference between conventional N0JTC and MZJTC is that the MZJTC 
structure needs only one step to remove the zero-order term. The processes are presented as follows. 

First, 3 colour components of the test colour image are jointly displayed in grayscale at the RLCSLM1.  
Similarly, 3 colour component of the test colour image are also displayed in grayscale at the RLCSLM2. 
The target on the RLCSLM1 is illuminated and Fourier optically transformed by FL1. After passing 
through the PBS3, the irradiance of transmitted and reflected Fourier spectrum is respectively detected 
by CCD1 and CCD2 in the Fourier frequency domain. Then, the difference of joint Fourier power 
spectrum between CCD1 and CCD2 is displayed at the RLCSLM3, such that the zero-order term will be 
subsequently removed at the output. Finally, CCD3 captures another Fouier transform spectrum of the 
difference. The output contains the overlapping of each cross-correlation of the reference component 
and the target component. More detailed analysis of MZJTC can be found in the literature [10-12]. 

 

 

Figure 1.  Mach-Zehnder joint transform correlator. 

 

To evaluate the recognition capability, some measurement criteria [13] including correlation peak 
intensity (CPI) and peak to sidelobe ratio (PSR) are utilized. CPI is the cross-correlation peak intensity 
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at the correlation output plane. PSR is the primary correlation peak energy versus secodary peak energy 
in the region of interest. 

3 Proposed Algorithm  
One colourful insect is selected as the basic pattern of the target, whose size is of 64 × 64 × 3 pixels. 
It is separated into Y, I and Q channels. For the sake of comparison, another insect is selected as the 
nontarget. These two images are shown in Figure 2. For simplicity, We rotate these 2 objects in plane 
from -14° to 14°, and select patterns 2° apart. Totally there are 15 rotationally distorted patterns per 
object used as the training set for each colour channel. Next, for each training set, we utilize SA 
algorithm to obtain the reference template. In our study, the CPE (correlation plane energy) is proposed 
to construct the energy function.  

 

   

Figure 2: Target (left) and nontarget (right) 

SA simulates the cooling process by slowly lowering the system temperature until it converges to a 
steady, frozen state. The steps of SA algorithm for each channel are similar to those described in our 
previous paper[14].  

• Step 1: Yield the initial reference function randomly. 
• Step 2: Calculate CPE and CPI for each training image, then compute the ratio, and add all the 

ratios together as the energy function Eold. It is expressed as. 

∑
=

=
N

i
oldE

1 i

i

CPI
CPE

      (1) 

Here i is the index of the training image. 

• Step 3: Alter the level number just for one pixel of the reference function h(x, y), and then 
calculate the new energy function Enew. 

• Step 4: If the minimum peak value of the new cross-correlation energy function over all training 
images is not higher than, say, 0.85 times of the minimum peak value of the old cross-
correlation energy function, the change of the pixel value won’t be accepted and the process 
returns to the step 3. 

• Step 5: Calculate the difference of energy functions, which is ΔE and expressed as 

oldnew EEE −=∆       (2) 

• Step 6:  If 0≤∆E , accept the level number in the new reference function h(x, y), set Enew as the 
next system temperature T, which is the new starting point Eold  
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• Step 7: If not, compute the probability. If it is greater than a randomly generated number within 

the range between 0 and 1, and then accept the alteration of the pixel value. 

• Step 8: Check whether all pixels have been scanned. If they have, move to the next step. 
Otherwise go back to step 4. 

• Step 9: Record the value of energy function in each cycle. If the normalized standard deviation 
of energy for the last, say, 5 cycles is smaller than, say, 0.03, and then terminate the 
computaion and exit the algorithm. Otherwise reduce system temperature typically by, say, 
10%, and go back to step 3. 

 

Figure 3: Y, I, Q reference functions calculated by SA algorithm 

4 Result 
Figure 3 shows respectively the synthesized reference function of Y, I, Q components from left to right, 
in grayscale of 31 levels using SA algorithm. To meet the optical requirement, the value of the grayscale 
is confined between -1 to 1, as illustrated by the dynamic range on the right-hand side of the figure. It 
is worth noting that the CPI is unlikely to be the same for all training targets. Specifically, however, in 
our proposed technique, the minimum value of the CPI from these training targets is set as the 
threshold. Furthermore, the correlation intensity has been normalized to a range between 0 and 1, 
based on the threshold value. Therefore, values above the threshold CPI are set to 1. The CPI curve 
versus the rotation angle for the target as well as for the nontarget are shown in Figure 4 for the 
purpose of comparison. These 2 curves are seperated considerably. To determine whether the object 
under test is the target, we can set a threshold value of correlation peak, above which the input can be 
treated as a target and below which it is a non-target. Figure 5 shows the intensity distribution of the 
correlation output in the region of interest, where addition of desired cross correlations between the 
reference and the colour component from all 3 channels occurs.  Both the target and nontarget are 0° 
rotated. As expected, high correlation peak corresponds to the correct pattern, whereas low 
correlation profile is observed for the nontarget. We obtain recognition of target and discrimination of 
nontarget. To see how much YIQ space improves, PSR curve for RGB colour space is also plotted in 
figure 6. The curve is lower than that for YIQ curve at each rotation angle of the target. The reason is 
that, in most cases, when compared with RGB components, YIQ components are less correlated with 
other. This explains why the correlation profile is sharper for YIQ colour space.  
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Figure 4: CPI versus rotation angle 

 

Figure 5: Example of correlation output for target (left) and nontarget (right) without rotation. 

 

Figure 6: Comparison of the PSR between YIQ and RGB colour spaces as the target rotates. 

5 Conclusion 
In this paper, we have proposed to utilized YIQ colour space together with SA for pattern recognition 
on JTC. Comparison between YIQ and RGB colour spaces has been evaluated in terms of PSR. The 
improvement is remarkable. The result verifies the feasibility of our proposed method. It is exactly what 
we expected to see. The performance for the optoelectronic pattern recognition is promising. In the 
future work, we will further improve the algorithm. 
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