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ABSTRACT 

This study was carried out to assess and characterize the pollution/contamination status of the 
sediments in Warri River and its environs in view of the increasing level of oil spillages induced by 
willful acts of vandalization, lack of maintenance of pipelines, aging facilities, accident, illegal 
bunkering, petroleum refinery and production, urbanization, industrial activities and indiscriminate 
dumping of wastes. 

A total of thirty-two sediments samples were collected from eight sampling stations, grouped into 
locations B1-B8 respectively and analyzed for heavy metals. The chemical data set generated were 
subjected to principal component analysis (PCA)/factor analysis (FA) and Hierarchical cluster analysis 
(HCA) to determine the subtle factors responsible for their distribution. The heavy metal 
concentrations of locations B1-B8 were further evaluated using enrichment factor (EF), Contamination 
factor (CF) and Pollution load index (PLI) to assess the level of pollution in the area. 

The Factor Analysis results revealed four sources of pollutants which are explained by four factors 
(1)petroleum production, oil spills and illegal bunkering/pipe line vandalization (2) iron/steel 
industries (3)vehicular emission(4) indiscriminate dumping of waste. The R and Q mode cluster 
analysis yielded three clusters respectively.  The Contamination Factor (CF)showed that the sediments 
have considerable level of Cr contamination at locations B2, B3,B4 and B6 while Fe, Zn, Ni, V, Pb, Cd, 
Mn and Cu exhibited moderate contamination at locations B1-B7.The Pollution Load Index 
(PLI)revealed that locations B1-B6  shown progressive site deterioration with respect to the nine 
measured heavy metals. The Enrichment Factor (EF) indicated that Cr was moderately enriched at 
locations B1, B2, B4 and B6 while Zn, Ni, Cu, Cd, Mn, Fe, V, and Pb in the sediments ranged from 
background concentration to minimal enrichment. 

Since these heavy metals can become a threat to vegetation and animals and ultimately to humans 
through the food chain, it is important to continuously monitor the level of pollutants in the 
environment.   

1 Introduction 
In the last century a growing and rapidly industrializing world has produced greater quantities of 
common pollutants such as household garbage, sewage and more toxic and persistent contaminants 
like pesticides, polychlorinated biphenyls (PCBs), dioxin, chlorofluorocarbons (CFCs), heavy metals, 
radioactive waste, releases from manufacturing and petroleum exploration and production 
installations and others. 
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According to Ndiokwere (2004) pollutants affect the ecosystems in a variety of ways. Pesticides and 
heavy metals may harm exposed organisms by being acutely toxic or by accumulating in plant and 
animal tissues through repeated exposures. 

Trace amounts of heavy metals are always present in fresh waters from terrigenous sources such as 
weathering of rocks resulting into geochemical recycling of heavy metal elements in these ecosystems 
(Blaser et al; 2000, Sekabira et al, 2010). 

Volcanoes have been reported to emit high levels of Al, Zn, Mn, Pb, Ni, Cu and Hg along with toxic and 
harmful gases (Seaward and Richardson 1990). Wind dust which arises from desert region such as 
Sahara, has high levels of Fe and lesser amounts of Mn, Zn, Cr, Ni and Pb (Ross, 1994). The contribution 
to ecosystem of elements from sea sprays and mist, often transported many kilometres in land is 
widely recognized. Cu and Mn from such marine sources have been detected in rain water input to 
terrestrial environments.(Vermette and Bingham, 1986. In addition heavy metals may enter into 
aquatic ecosystems from anthropogenic sources such as industrial waste water discharges sewage 
wastewater, fossil fuel combustion and atmospheric deposition (Ross 1994, Linnik and Zubenko, 2000, 
Lwanga et al 2003, Idress, 2009). 

Contamination of surface and subsurface environment by heavy metals has established the need to 
understand metal soil/sediment interactions. Trace elements may be immobilized within the stream 
sediments and thus could be involved in absorption, co-precipitation and complex formation 
(Salomons and Forstnes, 1980, Mohiuddin et al 2010). 

Warri is a medium sized metropolitan city in the Niger Delta area of Southern Nigeria. It is 
characterized by extensive petroleum exploration, production and petrochemical activities. It’s 
urbanization has also been dominated by timber and sawmill industries, discharge of untreated 
sewage into the river systems and generation of municipal wastes containing among others spent 
motor oils from numerous roadside mechanic workshops (Imeokparia et al., 2009).  

This study aims at assessing the geochemistry of the stream sediments of warri river and its tributaries 
so as to establish the possibility of secondary pollution and determine the source apportionment of 
heavy metals, using statistical and environmental parameters.  

2 The Study Area 
Warri is among the fastest growing cities in Southern Nigeria. The city is located within the tropical 
rainforest belt dominated by abundant rainfall (Egborge 2001).The annual ten-year mean is about 
2652mm while the mean daily temperature is 31.20C (Nigerian Meteorological Agency, 2003).      

The Warri River is among the four major coastal rivers of Delta State, Nigeria, and ranks as one of the 
most commercially utilized rivers in the Niger Delta of Nigeria. It stretches within Latitudes

N006125 00 ′−′  and Longitude E126425 00 ′−′  and covers a surface area of 255sq.km with length 

of about 150km (NEDECO, 1954). It flows from its source around UtagbaUno in a South-west direction 
through Oviorie and Ovu inland; and southwards at Odiete through Agbarho to Otokutu. Thereafter it 
turns south west to Effurun and Warri. Important land marks in this river stretches are Enerhen, 
Igbudu, Ovwian and the industrial towns of Aladja and Warri. (NEDECO, 1954). Three important creeks 
empty their waters into the main channel of the river. The first is the Miller Creek which drains the 
densely populated area of Okere in Warri while the other creeks are Tori and Crawford. 

The Warri River is joined by series of tributaries on which are located some Itsekiri villages such as 
Ode-Itsekiri, Orugbo and an Ijaw village – OgbeIjaw in the south-east direction (Egborge, 1991). The 
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Advances in  Image  and V ideo Processing ;  Volume  6,  No.  3 ,  June 2018 
 

 

 
 

     Copyr ight © Socie ty  for  Sc ience  and Educat ion  Uni ted  Kingdom      3 
 

river drains these tributaries and empties into the brackish Forcados River which in turn empties into 
the Atlantic Ocean (Benka-Coker, 1983). According to NEDECO (1954), the Warri River and its 
tributaries are influenced by oceanic tidal variations from Warri to Forcados (Nigerian Navy, 1982). 

3 Geology 
The study area is underlain by the deposits of the Quaternary Sombreiro-Warri Deltaic Plain Sands 
that conformably overlie the Benin Formation (Wigwe, 1975) (Fig.1).This Formation consists of fine to 
medium and coarse-grained unconsolidated sands that are often feldspathic, with 30 - 40 wt% 
feldspars and occasionally gravelly. This sequence is locally stratified with peat and lenses of soft and 
plastic clay that could be sandy. The Formation generally does not exceed 120 metres in thickness and 
it is predominantly unconfined. 

Unfortunately, this near surface and shallow Quaternary cover appears not to have received as much 
attention. The practice has been to generally lump these deposits of alternating fine-medium-grained 
sands, silts and subordinate lensoid clays together as the recent and present day deposition of 
sediments on the Benin Formation (Amajor, 1991).  However, these important deposits possess 
distinct characteristics and engineering properties (Bam, 2007), and cover more than 70 per cent of 
the land surface of Delta State, Nigeria.  They are exploited for glass sands and quarried extensively 
for building purposes (Bam, 2007; Akpokodje and Etu-Efeotor, 1987; Ministry of Commerce and 
Industry, 2001; Atakpo and Akpoborie, 2011). Furthermore, they constitute the shallow aquifers that 
are exploited by shallow (<30m) boreholes and dug wells that serve as the primary water supply source 
for rural as well as many sub-urban and urban communities.    

The quality of water yielded is also very crucial but various studies (Ejechi et al., 2007; Akpoborie et 
al. 2000; Olobaniyi et al. 2007; Abimbola et al. 2002) have indicated that these shallow aquifers are 
highly vulnerable to contamination from surface sources resulting in quality being compromised.     

 

Figure. 1: Geology of Warri and Environs, showing also sample location 
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4 Materials and Methods  
Stream sediments were collected along the Warri River, its three principal creeks and control points 
at Evwriyen during the raining and dry season (Figs. 2 and 3). GPS was used for the location of sample 
points. 

 
Fig.2. Drainage Map of Warri and Environs and Sample Locations 

 
Fig. 3. Aerial Photograph of Warri and Environs showing Sample Locations 

5 Sediment Sampling and Chemical Analysis 
The stream sediments were collected during the raining and dry season along the Warri river and its 
tributaries (Fig. 2) and Evwriyen stream (the control) using a hand trowel. The samples were 
immediately placed into well labeled bags made from soft cloth material.  

The samples were pretreated of debris and dried at 1050C in a moisture extraction oven overnight. 
The dried samples were sieved mechanically using a 0.5mm sieve homogenized and ground to 
0.063mm fine powder. 

http://dx.doi.org/10.14738/aivp.63.4415
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1.0g of each sample was digested using 5ml(3:2) nitric (HNO3) and perchloric (HCIO4) acid on sand bath 
evaporated to near dryness. The digested samples were then leached with 5ml of dilute HCl. The 
residue was washed several times into 100ml volumetric flask and made up to mark. The trace metals 
in the digest were determined by atomic absorption spectroscopy (Ramirez – Munoz 1968). Accuracy 
of the analytical method was evaluated my comparing the expected metal concentrations in certified 
reference materials with the measured values. Simultaneous performance of analytical blanks, 
standard reference and duplicate samples showed that the accuracy of method was within acceptable 
limits. 

6 Data Analysis 
All mathematical and statistical computations were carried out using Microsoft (office) Excel 20B 
software and SPSS (ver 22). 

The multivariate statistical analyses were applied to the data, standardized through Z-scale 
transformation to avoid misclassification due to wide differences in data dimensionality (Yang et al., 
2009). The correlation matrix which was based on calculating the Pearson’s correlation coefficient was 
utilized for displaying relationships between variables. In this way the relationships were easier to 
interpret since only values between +1 and -1 were taken (Navarro et al, 2008). 

Mathematically, principal component analysis (PCA) and Factor Analysis (FA) involve the following five 
(5) major steps. 

(і) Start by coding the variables to have zero means and unit variance.(іі) Calculate the covariance 
matrix, (ііі) find eigenvalues and corresponding eigenvectors, (іᴠ) discard any component that only 
account for small proportion of variation in data set, (ᴠ) develop the factor loading matrix and perform 
varimax rotation on the factor loading matrix to infer the principal parameters (Lokhande, et al., 2008). 
In this study, only components or factors exhibiting an eigenvalues of greater than one were retained 
(Reghunath et al., 2002). 

7 Hierarchical Cluster Analysis 
Cluster analysis was performed to further classify elements of different sources on the basis of similar 
chemical properties. In order to discriminate the distinct groups of heavy metals of natural or 
anthropogenic sources, the result obtained from a hierarchical cluster enabled the identification of 
elements (Harikumar et al., 2010). Hierarchical cluster analysis was used to find the true groups of 
data. Cluster analysis was performed on the normalized data sets by means of the Ward’s method, 
using squared Euclidean distances as a measure of similarity (Laluraj, et al, 2005). The spatial variability 
in the data sets was determined by cluster analysis, using the linkage distance which represented the 
quotient between the linkage distances for a particular case divided by the maximal linkage distance. 
The quotient was then multiplied by 100 to standardize the linkage distance represented on the y-
axis. 

In clustering, the objects were grouped such that similar objects fell into the same class. Hierarchical 
clustering joined the most similar observations and successively the next most similar observations 
(Lokhande et al., 2008). The level of similarity at which observations were merged were used to 
construct dendrogram. In this study, squared Euclidean distance and Ward’s were used to construct 
dendrogram. A short distance shows that the two objects were similar or close together whereas a 
long distance indicated dissimilarity (Lokhande et al., 2008). Hierarchical cluster analysis using 
dendrograms identified relatively homogeneous groups of variables with similar properties and 
combined clusters until only one was left. (Praveena et al., 2007). Each clustered group showed a 
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specific and similar ecological state of the ecosystem. For clustering analysis, the data were 
standardized to equalize the influence of parameters. 

8 Factor Analysis 
The purpose of factor analysis (FA) is the description of the observed variables in complex 
environmental compartments by finding summarizing factors, which are often causally explainable 
(Shakeri et al 2009). The extracted factors reflect the main part of information of the data set. The 
mathematical principles of actor analysis has been described by Reghunath et al (2002). 

For factor analysis varimax and Kaiser normalization rotation method was used (Kaiser, 1958) and also 
used to find association between parameters so that the number of measured variable can be 
reduced.  

9 Assessment of Sediment Contamination  
To evaluate the magnitude of contamination (natural and anthropogenic) in the environment, the 
enrichment factor (EF)  as proposed by Simex and Helz (1981) was computed relative to the abundance 
of species in source materials to that found in an unpolluted area with similar geology. 

The following equation was used to calculate the EF values: 

 











=

CFe
C

sample
CFe

CEF
m

m

 control/background value, where 







r

m
C

C
.
 

Sample is the ratio of concentration of heavy metal (Cm) to that of Fe (CFe) in the stream sediment and 








CFe
Cm

 control / background value is the reference ratio in the control/background.
 

Fe was chosen as the element of normalization because natural sources 1.5% vastly dominate its input. 
It is the most commonly used normalization factor (Loska et al 2003; Seshan et al., 2010). Fe, 
particularly the redox sensitive iron-hydroxide and oxide under oxidation condition constitutes 
significant sink of heavy metals in aquatic system. Even a low percentage of Fe(OH)3, in aquatic system, 
has a controlling influence on heavy metal distribution. Therefore, Fe is taken as a normalization 
element while determining enrichment factor (Chakravarty and Patgiri, 2009, Harikumar et al, 2010; 
Fagbote and Olanipekun, 2010).  

Five (5) contamination categories were recognized on the basis of the enrichment factors as follows 
(Sutherland, 2000) 

EF < 2 is deficiency to minimal enrichment  

EF 2 – 5 is moderate enrichment 

EF 5 – 20 is significant enrichment 

EF 20 – 40 is very high enrichment 

EF > 40 is extremely high enrichment 

As the EF values increase, contributions due to anthropogenic origin also increase.  

10 Determination of Contamination Factor (CF) 
The level of contamination of soil/sediment by a metal is often expressed in terms of a contamination 
factor calculated as follows: 
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Contamination factor = metal content in soil, sediment/background value of the metal. 

Where CF < 1 refers to low contamination 

Where 31 ≥≥ CF  means moderate contamination. 

Where 63 ≥≥ CF  indicates considerable contamination 

Where 6≥CF indicates very high contamination (Harikumar and Jisha, 2010). The control point 

values obtained from unpolluted area with similar geology were used for all the indices. 

11 Pollution Load Index (PLI) 
The extent of pollution by heavy metals has been assessed by employing the method of pollution load 
index (PLI) developed by Tomilson et al., (1980) and the relationship is shown below. 

n
nCFCFCFPLI 1)*.......**( 2=  

Where CF = contamination factor and n = number of metals, (nine in the present study). 

PLI provides a simple, comparative means for assessing a site’s quality which is interpreted as follows: 

A value of zero indicates perfection, while a value of one(1) indicates only baseline levels of pollutants 
present and values above one (1) indicate progressive deterioration of the site’s quality (Tomilson et 
al., 1980; Harikumar and Jisha, 2010 and Al-Qud et al. 2011). 

12 Results and Discussion 

Table 1: Sediments Heavy Metal Per Location 

Loc pH Zn 
mg/kg 

Cu 
mg/kg 

Cd 
mg/kg 

Fe 
 mg/kg 
 

Pb 
mg/kg 

Ni 
mg/kg 

Mn 
mg/kg 

Cr 
mg/kg 

V 
mg/kg 

THC 
mg/kg 

TPC 
mg/kg 

 
B1 5.4 68.65 11.015 9.525 923.45 1.535 6.51 8.93 3.168 0.358 53.52 55.87 
B2 5.925 29.84 8.855 7.12 329.92 0.965 7.1 8.95 0.973 0.565 12.90 6.758 
B3 5.65 73.64 9.575 9.55 648.68 1.423 3.695 8.65 1.813 0.578 88.94 61.36 
B4 5.125 25.66 14.43 8.55 608.69 1.665 5.145 12.2 1.715 0.508 68.46 47.35 
B5 5.925 44.53 19.435 4.14 374.59 7.05 4.745 9.1 0.44 0.378 82.28 70.07 
B6 5.425 17.74 13.925 15.915 442.90 2.758 4.87 12 1.12 0.793 92.52 77.98 
B7 6.075 27.56 19.17 6.37 382.04 4.895 1.665 10.5 0.538 0.503 8.435 4.77 
B8 5.725 29.18 15.295 4.285 318.52 1.225 3.095 12.1 0.38 0.42 14.67 4.28 
AV 5.656 39.60 13.96 8.182 503.60 2.69 4.60 10.3 1.27 0.51 52.71 41.05 

 

Table 2: Correlation Matrix of Location B1- B8 Sediments Heavy Metals 
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The correlation matrix in Table 2 revealed significant correlation (r = >0.70) between Zn - Cu, Cd-Fe, 
pH-Cd (neg) and pH-Fe(neg.) which suggests a common origin(Yisa et al., 2011). Some of the sediments 
heavy metals exhibited poor to mild correlation with all measured parameters and this denote diverse 
source or origin (Ata et al.2009).  

Table 3.Varimax Rotated Factor Analysis of Sediments Heavy Metals 

 

The Factor analysis performed on the  sediments heavy metal extracted four factors which accounted 
for 79.3% of the total variance(Tables 3 and 4).Factor one consists of high factor loading on Zn, Ni, Cu 
and Cr and reflects anthropogenic input from petroleum related activities (Riccardi et al., 2008).  
Factor two is dominated by Cd, Mn and Fe with negative loading on pH and suggests anthropogenic 
input from indiscriminate dumping of metal scraps in streams and effluents from iron/steel foundry 
industries around the area.  Factor three has high loading on THC and OrgC and reflects anthropogenic 
input from the various hydrocarbon spill in the area. Factor four is dominated by V with negative 
loading on Pb and suggests anthropogenic input from petroleum refinery and vehicular emission in 
the study area. 
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Table 4: Factor Loading of Sediments Heavy Metals 

 
 
The Q-mode Cluster analysis performed on the sediment heavy metals extracted three major clusters. 
Cluster one consists of locations 1, 6 and 4 with one and 6 exhibiting great similarity. Cluster two is 
made up of locations 2 and 7. Cluster three comprises locations 3, 5 and 8 with 3 and 5 displaying 
some degree of similarity. Cluster one is related to Clusters two and three at maximum distance of 25, 
while Clusters two and three are related at euclidian distance of 18 (Fig.4.). 

 
 

Figure 4. Q-mode Cluster Analysis of Sediments Heavy Metals 

The R-mode cluster analysis performed on the sediments heavy metal extracted three clusters (Fig.5). 
Cluster one consists of Zn, Cu, OrgC, THC, Cd, and Mn. In this cluster, both Cu and Zn, as well as Cd and 
Mn exhibit great similarity. This cluster is similar to Factors one, two and three to some extent. Cluster 
two is made up of Cr, V, Pb and Ni and exhibits some similarity with factors one and four. Cluster three 
on the other hand is made up of pH and Fe and partly similar to factor two. 

 
 

 Figure 5: R-mode Cluster Analysis of Sediments Heavy Metals 
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13  Sediments Contamination Factor 
 
The average contamination factor values for the sediments heavy metals range from 0.686 for Cu to 
3.718 for Cr (Table 5). 

The ranked order of contamination factor (CF) among the heavy metals was as follows (Table 5): Cr 
>Mn> Fe >Pb> V > Ni > Cd > Zn > Cu 

Cr had a maximum sediments average contamination factor value of 3.72 while a minimum 

average value of 0.69 was obtained for Cu (Table 5.). Based on Hakanson, 1980 indices, Cr 

had very high range of contamination at location B1, with considerable contamination level at 

locations B2, B3, B4 and B6, while locations B5 and B7 recorded moderate range of Cr 

contamination. Locations B1-B7 were moderately contaminated by Mn, Fe, Ni, Pb, V, Zn and 

Cd, while low Cu contamination was obtained at several locations (Fig.6). 

 

 
Table 5. Sediments Contamination Factor 

Pollution 
Load 
Index 

 Zn Cu Cd Fe Pb Ni Mn Cr V  
B1 0.939574 0.369624 1.164486 1.886088 1.372121 1.109459 1.635425 6.964318 0.900806 1.3169191 

B2 0.857983 0.487393 0.837674 1.036285 0.741450 2.031887 1.828588 3.534199 1.288936 1.1835053 

B3 1.548675 0.392983 1.116519 2.553461 1.150372 1.001923 2.360590 4.229381 1.542518 1.463498 

B4 0.988412 0.902535 1.345879 2.149058 2.598611 0.954886 1.649486 4.688781 1.239057 1.5799739 

B5 1.294454 0.748779 0.664832 1.492275 1.612216 0.931473 2.839412 1.052348 1.047496 1.1824772 

B6 0.521427 0.967798 0.974299 1.258983 1.354750 1.446635 1.869381 3.776467 1.543229 1.3321991 

B7 0.849703 0.931623 1.257864 1.214725 1.130584 0.128300 2.378833 1.779327 0.824475 0.9469507 

 

 
1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1 

Average 1.000033 0.685819 1.051650 1.655839 1.422872 1.086366 2.080245 3.717832 1.198074  
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Figure 6: Contamination Factor Graph of Locations B1 – B8 Sediments Sediments Pollution Load Index (PLI) 

The pollution load index (PLI) revealed that location B4 had maximum pollution load index of 1.58 and 
a minimum pollution load index value of 0.95 was obtained at location B7 (Table 5). The order of 
pollution load index per location for the sediments was as follows: 

B4 > B3 > B6 > B1 > B2 > B5 > B7. 

Based on Tomilson et al., 1980 indices, locations B1 to B6 have shown progressive site deterioration 
with respect to the measured nine (9) heavy metals, while location B7 had only baseline level of 
pollutants present (Figs.7 and 8). 

 

Figure 7: Pollution Load Index (PLI) Graph of Locations B1 – B8 Sediments 
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Figure 8: Sediments Pollution Load Index Map of Locations B1-B8. 

14 Sediments Enrichment Factor 
 
The enrichment order for the heavy metals of locations B1 – B7 sediments sample was as follows: 

Cr >Mn> Fe >Pb> V > Ni > Cd > Zn > Cu (Table 6). 

An EF values between 0.5 and 2.0 is regarded as within the natural range while ratio greater than 2.0 
indicates some enrichment corresponding to anthropogenic input (Ata et al., 2009; Sekabira et al., 
2010). 

Based on Sutherland’s 2000 indices, the enrichment factor showed that Cr was moderatelyenriched 
at locations B1, B2, B4 and B6. The other heavy metals(Fe, Zn, Ni, V, Pb, Cd, Mn and Cu) were either 
depleted to minimal enrichment or had background concentration at several locations (Fig. 9). 

 
 Table 6.       Sediments  Enrichment Factor for Locations B1-B8 
 Zn Cu Cd Fe Pb Ni Mn Cr V 

B1 0.49816 0.195974 0.617408 1 0.727495 0.588233 0.867099 3.692467 0.477605 

B2 0.827941 0.470327 0.808343 1 0.715488 1.960741 1.76456 3.410449 1.243805 

B3 0.6065 0.153902 0.437257 1 0.450515 0.392379 0.924467 1.656333 0.604089 

B4 0.459928 0.419968 0.626265 1 1.209186 0.444328 0.767539 2.181784 0.576558 

B5 0.867437 0.50177 0.445516 1 1.080374 0.624196 1.90274 0.705197 0.701946 

B6 0.414165 0.768714 0.773878 1 1.076067 1.149051 1.484834 2.999617 1.225775 

B7 0.699502 0.766942 1.035513 1 0.930733 0.105621 1.958332 1.464799 0.678734 

B8 1 1 1 1 1 1 1 1 1 

Average 0.624805 0.468228 0.67774  0.884265 0.752078 1.381367 2.301521 0.78693 

 

http://dx.doi.org/10.14738/aivp.63.4415


Advances in  Image  and V ideo Processing ;  Volume  6,  No.  3 ,  June 2018 
 

 

 
 

     Copyr ight © Socie ty  for  Sc ience  and Educat ion  Uni ted  Kingdom      13 
 

 

Figure 9: Enrichment Factor(EF) Graph of Locations B1 – B8 Sediments 

15 Conclusion 
Majority of the heavy metals in the sediments exhibited moderate contamination range at several 
locations, while Cr has considerably contaminated locations B2, B3, B4 and B6 with high contamination 
level at location B1.  

The computed Pollution Load Index for the sediments heavy metals revealed that locations B1 to B6 
have shown progressive site deterioration with respect to the nine (9) measured heavy metals in the 
area. 

The Enrichment Factor for the sediments indicated moderate enrichment for Cr at locations B1, B2, 
B4 and B6 while Fe, Zn, Ni, V, Pb, Cd, Mn and Cu showed background concentration or were depleted 
to minimal enrichment at several locations. 
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ABSTRACT   

In this paper, we present a traffic sign detection and recognition for a driving assistance system. The 
proposed approach consists of two subsystems for detection and recognition. First, the road sign 
detection subsystem adopts the color information to filter out most of irrelevant image regions. Image 
segmentation and hierarchical grouping are then used to select candidate regions of road signs. For 
the road sign recognition subsystem, a convolutional neural network (CNN) is adopted to classify 
traffic signs for candidate regions. Experimental results show that our approach can obtain the desired 
results effectively. 

Keywords: Traffic Sign Detection; Traffic Sign Recognition; Color Feature; Neural Network. 

1 Introduction 
Because of different types of sensing and positioning technologies, driving assistance becomes a 
popular research topic. For unmanned vehicles and driving assistance systems, the safety problem is 
always the highest priority compared with the convenience or practicality for a project or system 
designer.  

When driving a vehicle, a driver can get different messages according to local road signs. Traffic signs 
are often designed with eye-catching colors and easy-to-understand symbols. However, if a driver 
drives in a complex environment or a driver mental state is not well, this might cause the driver to 
overlook messages from traffic signs. If there is an automatic detection and recognition system for 
traffic signs [2, 7, 12, 13, 14, 19], it can report correct traffic signs quickly to the driver and also reduce 
the burden of the driver. When the driver ignores a traffic sign, the system can give a timely warning. 
If this system is used in an unmanned vehicle, it can help the automatic driving system to judge the 
road condition. Hence, the safety of the vehicle driving is greatly improved and the risk of accidents 
can be reduced.  

In this paper, we focus on the detection and identification of traffic signs for driving assistance systems. 
In addition to testing the system performance, we also experiment with a combination of different 
system architectures. We first filter out most of the nonsign parts of an image using the color 
information. Then we extract regions where may have image blocks, and further extract candidate 
regions from the above image blocks. Finally, we use a convolutional neural network (CNN) to verify 
the candidate areas of non-road signs and identify the type of the traffic sign.  
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This paper is structured as follows: Section 2 reviews related works. Section 3 describes our system 
structure. Section 4 describes the experimental results. Finally, Section 5 presents the conclusions. 

2 Related Works 
scalera et al. [7] proposed an approach for detecting traffic signs using a hue- saturation-intensity (HIS) 
color space. They first converted the color space of an image to an HSI color space, and then found 
the obvious red according to the range of hue and saturation. Similar approaches based on a hue-
saturation-value (HSV) color space have also been applied [13, 14, 19]. Shaposhnikov et al. [21] and 
Vitabile et al. [22] used an HSI color space to define the red area outside the mark and made further 
retrieval. Miura et al. [18] first converted the color space of an image to a YUV color space, and to 
select the red and blue range. In terms of geometric and gradient characteristics, Broggi et al. [5] used 
pre-defined templates to align normalized color modules. If its similarity is greater than a threshold, 
the shape can be determined.  

Escalera et al. [8] used a known angle mask and matched the pre-set search range to detect triangular 
traffic signs of the three vertices or circular traffic signs on its circumference after capturing a specific 
color. The slope with the absolute value 1 of the four specific circle points is used then determine the 
shape and range. Belaroussi and Tarel [3, 4] abandoned the use of color information and focused on 
the shape features for sign detection. Bahlmann et al. [2] used Haar features to deal with color 
information. They used AdaBoost and Bayesian classification training to achieve the purpose of road 
sign detection and identification. Kuo and Lin [16] adopted a Hough transform and corner detection 
and other methods to detect traffic sign locations, and then used an RBF neural network with a K-d 
tree to identify traffic signs.  

Greenhalgh and Mirmehdi [11] first converted the color space of an image to the HSI color space, and 
then used maximally stable extremal regions (MSER) to filter circle traffic sign locations. They used the 
histogram of oriented gradient (HOG) features and the SVM classifier to perform the traffic sign 
identification. Maldonado-Bascon et al. [17] first screened the images in an RGB color space, selected 
the red area with an aspect ratio to perform the restriction, and bound selected traffic signs of the 
candidate area. Then the distance to borders (DtB) features are extracted from the region, and the 
support vector machine (SVM) classifier was used to train and classify the traffic signs. Fang et al. [9] 
used a neural network as a basis and the image color and shape as features, and input into the two 
types of neural networks in order to achieve effect detection. The Kalman filter was then used to 
predict the possible position of the next frame under the traffic sign. There are several approaches 
using a deep learning to identify road signs. Some works [6, 20] used a CNN relying on the network to 
iterate the appropriate weight, and designed the traffic sign identification system. 

3 The Proposed Approach 
In our system, we first use a color filter and selective search as a detection subsystem. A large number 
of candidate areas will be detected and then input into the CNN for the final screening and 
identification.  

3.1 Color Information 
In our system, we choose HSI as our bases for color judgement. The reason is that this color space only 
uses one channel to represent the color interval. It has a range of values between 0 and 360 degrees. 
Because of the above properties, HSI is subject to minimal changes in light and shadow. The process 
is shown in Fig. 1. 
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(a)                                                                         (b) 

 

(c) 

Figure. 1. Color selection process. (a) The binary image obtained according to the filter; (b) Select the 
object outline box based on the binary image; (c) Save a rectangular image according to the object contour 

3.2 Selective Search 
In general, a way to find objects from an image can be divided into two steps. First, select possible 
locations from an image. Second, extract features from the candidate area and recognize it. For the 
first step, we use selective search to identify possible regions. The calculation process of selective 
search is first to segment an image into a large number of super pixels as initial split areas. Hierarchical 
grouping is then used to combine the initial division areas. The merged large area is the candidate 
which will be used for identification in the later stage.  

The existing algorithms usually perform the exhausted search, but it can only identify the subjects in 
the region within its kernel. To prevent the loss of any targets, the exhausted search uses a simple but 
violent way to solve this problem. It uses a mask to scan the entire area of the image. Because of the 
uncertainty of the target object size, the exhausted search needs to repeat search for all images with 
different kernel sizes. The computation complexity of the exhausted search is large. Therefore, its 
major drawback is the long processing time. The selective search has three advantages. First, the 
selective search can identify different sizes of objects with the strategies of image segmentation and 
hierarchical grouping. Second, the basis to distinguish includes color, texture, size and region 
similarity. Based on the parameters and weights, it can be implemented for most situations. Third, the 
processing speed is higher compared to the exhausted search. As a result, the selective search is able 
to produce a lot of candidate regions with high speed. The process is shown in Fig. 2. 
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(a)                                                                           (b) 

 

(c) 

Figure. 2. The process diagram of the selective search. (a) The source image; (b) Image segmentation; (c) 
The results of the selective search 

In addition, because the target objects have different characteristics, according to different situations, 
the selective search has some strategies to implement. Here, three different strategies are listed as 
follows: 1) Since the selective search algorithm requires hierarchical merging for the initial regions, it 
is important to use different initial algorithms according to the situations. 2) Use different color spaces 
to extract different color attributes. 3) In the case of region consolidation, we can change the 
estimation of region similarity with different situations. 

This paper adopts a graph-based image segmentation approach [10]. The algorithm uses image pixel 
as unit, according to the dissimilarity between the pixels, to determine whether two pixels are in the 
same region. The pixels are compared to the surrounding area in eight directions, and the similarity in 
eight directions is arranged from small to large, 1e , 2e , ..., Ne . The computation for its dissimilarity is 

as follows: 

2
21

2
21

2
21 )()()( bbggrr −+−+− , 

where ir , ig , and ib  are the three channels of a color space. When the pixels make up a small area, 

repeat the calculation of dissimilarity so that we can spread to the entire image. In some different 
circumstances of the local area, the image-based segmentation does not use global thresholds, but 
adaptive thresholds. The adaptive thresholds are calculated by the interclass between different 
regions and intraclass in the same region.  

About the regional consolidation, the region similarity can be calculated by the image features. We 
divide the feature similarity into color similarity, texture similarity, size similarity and filling similarity. 
The color similarity is calculated using three color channels such as hue, saturation and brightness. 
The texture similarity uses Gaussian function to calculate the differentiation in each direction of all 
channels. In the end, we can get a texture histogram. The size similarity is based on the number of 
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pixels in two regions. This is to increase the combined rate of small areas. The texture similarity 
identifies the border around the region. If the border size of two regions is similar and the overlap 
area is large, then we merge these two regions. Using the four different similarities above, we can 
adjust individually according to the real situations. The selective search can produce a large number 
of candidate regions in a short time, but its disadvantage is also obvious. It has too many post-selected 
areas in the complex image, which decreases the speed of deep learning. In our system, we have 
already filtered out most regions with an HSI color space. Therefore, the influence of having too many 
candidate regions from the selective search can be reduced. 

3.3 Convolutional Neural Network 
We utilize two kinds of deep learning structures to train our system. One of the structures is Alexnet 
[15], in which the architecture mainly contains eight layers. The first five layers are convolutional layers 
and the latter three are all connected layers. In the last layer, we set a 43-way softmax layer to connect 
with the full connected layer. AlexNet can be considered as an example architecture of a deep 
convolutional network. There are many network architectures such as ZF-net, SPP-net, VGG and other 
networks, taking AlexNet as a prototype. AlexNet’s success consists of several parts: Rectified Linear 
Unit (ReLU), pooling, local response normalization and dropout. It not only improves the training 
speed and accuracy, but also reduces the over-fitting problem.  

The second deep learning architecture is GoogLeNet. In the case with a large amount of data, the 
easiest way to improve the performance of the network is to increase the depth and width of the 
network. However, it has two problems: 1) A large network generally needs more parameters, and 
using the fixed data, it is likely to cause the network over-fitting. 2) A large network needs more 
computing resources. For instance, increasing the number of convolution of the network will lead to 
increase the computing volume. In addition, if the increase of the network has not been effectively 
used such as the weight close to zero, it will cause a waste of computing resources. To solve these 
problems, Arora [1] proposed the construction of inception. The main idea of inception is to find and 
describe the dense components of the local sparse structure in the convolutional network. It is 
assumed that translation invariance is established by convolutional blocks and the repetition is 
spatially extended. We need to find the ideal local structure and expand the duplication in the space. 
GoogLeNet is also based on the above inception design concept. 

4 Results 
The experiments are divided into two parts, which are individually tested according to the detection 
and identification in the system. The datasets are used separately for detection and recognition. We 
use German Traffic Sign Detection Benchmark (GTSDB) as a dataset for detection and German Traffic 
Sign Recognition Benchmark (GTSRB) as a dataset for recognition. 

For the detection part, we use 300 discrete images in GTSDB dataset for testing. In addition, because 
the system is designed for red traffic signs, we only record red signs as our ground truth. The 
correctness of the test is based on whether the candidate area is selected by the selective search and 
can be correctly extracted with a bounding box. There are two points to check with the benchmark. 
First, the target area has to be selected more than 80%. Second, the area of the bounding box 
containing the target should not exceed 1.5 times of the target area. If one of the conditions fails, then 
we consider the detection incorrect. According to the previous part of the selective search, the 
algorithm can use different color spaces as its strategy in different situations. Therefore, this 
experiment in addition to record the accuracy of the detection system, we also test the image 
segmentation for the selective search in different color spaces for the correction rate.  
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Table 1 shows the evaluation results. The detection system only focuses on the correct capture of the 
traffic sign location. The selected region of a road sign is integrated into the identification system. 
Thus, only the values of true positive, false negative and accuracy are reported in the table. According 
to the experimental results in Table 1, although the HSI color space is used to reduce the impact of 
light and shadow changes in the image, it still cannot fully reduce its influence. The reflective light and 
back-light will cause the detection failure. In different color spaces, although the CIE XYZ gives the 
highest correction rate, it still cannot distinguish the background from the traffic sign due to their 
similarity. 

Table 1 Selective search in the color space with the accuracy and recall rates, and the red filter screening 
results 

 True positive False negative Precision 
RGB 238 19 92.6% 
HSI 215 42 83.6% 

YCrCb 230 27 89.4% 
CIE XYZ 241 16 93.7% 
CIE Lab 230 27 89.4% 
CIE Luv 224 33 87.1% 

Red filter 246 11 95.7% 
 

For the recognition part, the part of deep learning is based on Caffe. We have 39209 training images 
from GTSRB as our training data, which can be divided into 43 road sign categories. The test data are 
randomly selected 1000 images from GTSRB. The results of training and testing via GoogLeNet are 
shown in Fig. 3. We use a gradient descent method for the training. The parameters include the basic 
learning rate set as 0.01, the number of iterations as 100000 times, and the weight attenuation as 
0.0002. Fig. 4 shows the results of using AlexNet. The base learning rate is set as 0.01, the number of 
iterations is 600, and the weight attenuation is 0.0005. With the above parameters, when the iteration 
is more than 600 times, the model will incur the over-fitting issue. 

 

Figure. 3. Test result of GoogLeNet 
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Figure. 4. Test result of AlexNet 

5 Conclusion 
We have presented traffic sign techniques for driving assistance systems. The system can be divided 
into road sign detection and identification subsystems. The road sign detection system uses the color, 
the image segmentation and the hierarchical grouping methods to select candidate areas of the road 
sign. The candidate area from detection is used for identification. We then use a CNN for the road sign 
recognition system. Results show that the proposed algorithm can obtain the desired results 
effectively. 
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ABSTRACT   

Computers and internet have become globally used nowadays and also part of the important facilities 
that could support information exchanges and cloud computing. People deals with texts, images, and 
videos processing, reaches out the specific goal of their works.  It happens that due to much 
information and procedures, people will have many redundant files such as images or videos in their 
host computers or terminals, or maybe for some specific reasons people need to find data from big 
servers that surely have many files with same type and property because people accidentally put them 
there without knowing others also probably put the same ones. Using the basic concept of sequential 
logic circuit and electronic workbench 5.12 software, a logic circuit simulation consists of counter and 
register could be designed to show logically how to a computer or digital machine would interact to 
find redundant files, images or videos, or same files from many identical data from a server. The 
methods being used are study literature, analysis, design, and simulation. The output shows an 
expected result, a logic circuit simulation that could be applied on digital devices for finding identical 
or redundant files, or other related important process. 

Keywords: Redundant Files, Identical Data, Redundant Data, Image and Video, Cloud Computing 

1 Introduction  
Big Data and Cloud Computing are the essential things recently related to Digital and Information 
Technologies. Everything is putted in the internet and data is the core of all the information people 
dealing with. However, have we ever imagined before how many data are being stored and how many 
data could possibly have the same size, properties, and type because it is being stored many times 
with different names by someone or being passed among people around the world? This probably will 
not become a great problem for big data and cloud computing in the future because of the unlimited 
capacity, but if we can manage those data or files, at least could support efficiency for data storage 
and server endurance. Using the basic concept of sequential circuit and Electronic Workbench 5.12 
software utility, we can build and simulate a logic circuit consists of two main components, counter 
and register, which can be used to find identical or redundant data such as same images or same 
videos. It will then would be further sorted for re-selection or automatically deleted.  
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2 Methods 
Learning from several methodologies from [7,8], the methodology being used for this research mainly 
to understand the basic concept of sequential logic circuit and combine the functions of counter and 
register, to derive a logic circuit simulation for finding redundant or identical images or videos. 

3 Basic Theories 
3.1 Asynchronous Counter 

Asynchronous Counter is a type of sequential logic circuit functions for counting binary information, 
which all the input of all the flip-flop components are connected together to logic 1 (standard high dc 
voltage). The first clock is connected to a clock source, while the other clocks need to be connected to 
output Q from previous flip-flop, as shown in Figure 1 [1,2,3,4,5,6]. The number of bit depends on 
number of flip-flop being used. For example, in Figure 1, to have a design output values in 4-bit length, 
the number of flip-flop that we used is 4 (four) also. The bit-sequences are given in Figure 2 [6].  

  

Figure 1.  A four-bit asynchronous up counter Figure 2.  A four-bit asynchronous output 
waveform (Q3Q2Q1Q0) 

3.2 Shift Register 
Shift register is another type of sequential logic circuit, mainly for storing digital data. They are a group 
of flip-flops, usually D-FF, connected in a loop so that the output from one flip-flop becomes the input 
of the next flip-flop, and so on [1,2,5]. All the flip-flops are driven by a common clock, and all are set 
or reset simultaneously. This is shown in Figure 3. 

 

Figure 3.  Right shift register 

3.3 RS-Flip Flop 
Flip-Flop is a basic component of combinational logic circuit and sequential logic circuit, mostly used 
in building counter and register circuits. The design for flip-flop comes from logic gate circuits. RS-Flip 
Flop is one of the main flip-flops that normally functions as a latch. It has an input of 2 lines and output 
of 2 lines as being referred in [1,2,3,4,5]. 

 
Figure 4.  Schematic symbol of RS-FF 

A schematic of RS-FF (Reset-Set Flip-Flop) is shown in Figure 4. The state table as the characteristic of 
it is given in Table 1. The output will not change if the inputs are zeros. If the Reset Input is set to logic 
1, the output will be zero, and the reverse, if the Set Input is set to logic 1, the output will be one. 
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Table 1.  Tuth table of an RS flip-flop 

 

 

3.4 XNOR Logic Gate 
Logic Gates are the basic components of digital logic circuit and the core parts of building a digital 
computer. One of the important logic gates is an XNOR logic gate. The output of this logic gate is 1 
only if the number of logic 1 in inputs is even, as given in Table 2. The schematic symbol is shown in 
Figure 5 [1,2,3,4,5]. 

 

Figure 5.  Schematic symbol of 2-input XNOR logic gate 

Table 2.  Tuth table of a 2-input XNOR logic gate 

 

 
4 Analysis and Design 

4.1 Analysis  
Asynchronous counter functions as a counting circuit, starting from number 0 to number 15. Let’s 
assume the numbers referred as a unique number of files being stored. The files can be called and 
compared to a file being given as an input to the computer or digital device. In here, we use a 3-bit 
asynchronous up-counter for simple logic simulation, which ranges from 0 to 7 as shown in Figure 6.  
This counter is used to call an image or video file according to their unique number, respectively. 

 

Figure 6.  Asynchronous counter for basic simulation 

All the files being called will then be compared one by one with the source file being input to the 
system or computer. Whenever the two compared files are match, the system will send the output 
and display it. So it will need a comparator for the task. For this logic simulation we can use XNOR 
gates because of its ‘comparing’ characteristic, given by Figure 7.  

 

INPUTS OUTPUTS 
R S 𝐐𝐐𝐧𝐧+1 𝐐𝐐𝐧𝐧 + 𝟏𝟏���������� 
0 0 Qn Qn���� 
0 1 0 1 
1 0 1 0 
1 1 - - 

INPUTS OUTPUT 
0 0 1 
0 1 0 
1 0 0 
1 1 1 
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Figure 7.  Logical inputs with comparator 

The counter will keep count in a loop except we have a controller circuit to arrange the way it counts. 
That is why we need to add register to store and keep the file and display it on the output. Here we 
use D-FFs like the following one described in Figure 8. 

 

Figure 8.  Shift register 

4.2 Design  
A computer has groups of counter and register that usually built for processing digital information in 
bits or bytes. All information is stored in registers with a unique number.  

This logic circuit connection represents a simple way how actually data can be handled by a logical 
component known as counter and register.  Their logical characteristics might be used as a basic 
concept for data processing and analysis, especially in organizing data. Figure 9 explains the part of 
computer architecture and Figure 10 gives the block diagram of further logic simulation that could be 
done. 

 
 

Figure 9.  Computer architecture 
 

 
Figure 10.  Block diagram for finding file 

Based on the given analysis and each component characteristic, in this research counter, register, 
inputs, and comparator are connected together, as shown in Figure 11. 
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Figure 11.  Basic logic circuit simulation with register and counter 

The logical inputs will be compared with counting number, and if they have same unique logical 
number, the file being stored in register would be called and displayed. We can set up and do 
programming that would stop the counter or make it keeps counting and looking up for other same 
files.  

5 Simulation 
 
From the simulations using software Electronic Workbench 5.12, the designed logic circuit gives the 
expected outputs. In Figure 12, counter keeps count although same file already displayed. 

                 

(a) (b)      
Figure 12.  Simulation shows that same file will be displayed but counter keeps counting  

Modifying the hardware circuit or program, we can stop the counter as shown in the following Figure 
11. After the system detects the same file, counter will stop and register will show the right file on 
display. It can be started again and do comparison on the same file based on the inputs. 

 

 

Figure 13.  Simulation shows that counter will stop when system detects same file  
 

Again modifying the hardware circuit or program, it happen that we can let the counter keeps counting 
and register will match and keep changing its file with the counter, as shown in Figure 12. 

This is a kind like scan files based on the source file and probably can be used to detect redundant 
files. 
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(a) (b)  

(c) (d)  

Figure 14.  Simulation shows that register will do the comparison every time and display the same file 
 

6 Conclusion 
Using Counter and Register, we can build a logic circuit simulation for finding or detecting image or 
video files for data processing or data efficiency. This is only a basic concept and simple simulation 
that figures out more clearly about the functions of a counter and a register. The logic circuit 
simulation assumes that every file could be uniquely characterized in unique logical number (bits or 
bytes). Same file refers to a file that has a same size, type, properties, and content, although different 
in name. In can be used for further research development in hardware or software engineering to 
handle information more efficiently and help user to organize their files and data storage, by finding 
the same files or removing redundant files in case it is very important to have only one specific and 
unique file.  
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